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ABSTRACT

Solution techniques for Markov decision problems rely on exact knowledge of the transition rates, which may be difficult or impossible to obtain. In this paper, we consider Markov decision problems with uncertain transition rates represented as compact sets. We first consider the problem of sensitivity analysis where the aim is to quantify the range of uncertainty of the average per-unit-time reward given the range of uncertainty of the transition rates. We then develop solution techniques for the problem of obtaining the max-min optimal policy, which maximizes the worst-case average per-unit-time reward. In each of these problems, we distinguish between systems that can have their transition rates chosen independently and those where the transition rates depend on each other. Our solution techniques are applicable to Markov decision processes with fixed but unknown transition rates and to those with time-varying transition rates.
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I. INTRODUCTION

Markov decision process (MDP) methods are used in dynamic probabilistic systems to make sequential decisions that optimize an appropriate objective [1-3]. In MDPs, the system can be in a finite number of states and the decision-maker has a choice of several actions in each of those states. Once an action has been chosen in each state, the system evolves as a continuous-time Markov chain (CTMC) and accumulates reward with time. (While the discussion in this paper is written for continuous-time MDPs, the case of discrete-time MDPs can also be handled similarly.) The rate of reward accruing depends on the state of the system and the choice of control action in that state. In other words, associated with each state (and possibly depending on the control action chosen in that state), there is a reward accrual rate. The reward accumulates additively with time. In Markov decision problems, we wish to determine a policy (or equivalently, an action for each state) that optimizes the chosen objective. The chosen objective could either be discounted total reward or average per-unit-time reward. In the discounted total reward criterion, future rewards are discounted by a certain discount factor, which captures the notion of future rewards being less important than those accrued at the present time. In the average reward criterion problems, the objective is to determine a policy that maximizes the expected per-unit-time reward. (In our case, we wish to maximize the chosen objective because we associate “rewards” with each state. Equivalently, some authors associate “costs” with each state and minimize the chosen objective [4].) The choice of which objective to use depends on the specific problem being solved. For the admission control example discussed in Section 3, we find that the average per-unit-time reward is a more natural objective to use. In many problems, we find that the choice of discount factor has to be determined rather arbitrarily, and because the optimal policy might depend on the discount factor, the use of the discounted total reward criterion may not be appropriate.
Efficient methods exist to solve MDP problems, including value iteration, policy iteration, and linear programming [1]. The existence of such efficient methods have made MDPs practically attractive and has resulted in their use in several areas, including telecommunications [5-7]. However, a drawback of these solution techniques is that they require exact knowledge of the transition rates of the underlying Markov chain for every policy choice. The exact value of these parameters can be very difficult or impossible to obtain. We describe such a scenario in Section III, where we discuss the admission control problem in communication networks. In this example, the transition rates are the call arrival rates and the call holding durations of user classes — it would be impossible for the network to know these parameters beforehand. In this work, we develop techniques to address this problem of lack of knowledge of the exact value of the transition rates. We first consider the problem of sensitivity analysis, where we analyze the sensitivity of a decision that is based on a particular choice for the values of the transition rates. We then develop robust decision schemes using which we can design policies for the worst-case and best-case scenarios.

The problem of lack of knowledge of the transition rates has been recognized by other authors [8-10]. All these authors consider the case of total discounted reward criterion. In [10], a value iteration technique has been developed for analyzing the sensitivity of decisions and for designing robust decision schemes. The authors of [8] develop a policy iteration technique to obtain robust decisions. In [9], the authors consider the criterion of total discounted reward with the uncertainty in the transition rates given as a finite number of linear inequalities. In this work, we consider continuous-time MDPs with average reward optimization criterion. We introduce the notion of dependence among transition rates, and distinguish between systems with independent transition rates and those with dependent transition rates. For both these types of systems, we develop optimization and policy iteration techniques to perform sensitivity analysis and to design robust decisions for the case of average reward criterion in continuous-time MDPs. Based on our new classification, all previous work cited above is for the special case of systems with independent transition rates.

Our contributions in this work are as follows. We introduce the notion of dependence among transition rates, and consider the case of systems with independent transition rates and those with dependent transition rates. While other authors have considered the case of maximization of discounted total reward, we consider maximization of average per-unit-time reward as the optimization criterion. We develop policy iteration and optimization approaches for solving the sensitivity analysis and max-min problems. Using our optimization approach to the sensitivity analysis problem, we show that we can obtain bounds on the performance of systems with dependent transition rates by analyzing the system with independent transition rates that results by eliminating the dependence among transition rates in the original problem.

This paper is structured as follows. In Section II, we introduce the notation used in this paper and formulate the problems to be addressed in this work. In Section III, we present an example from the call admission problem in communication networks, which illustrates the problems described in Section II. Sections IV and V consider the sensitivity analysis problems for systems with independent and dependent transition rates, respectively. In Sections VI and VII we develop techniques for obtaining the max-min optimal policy for systems with independent and dependent transition rates, respectively. In Section VIII, we illustrate the methods developed in this paper by presenting numerical results for the call admission control problem presented in Section III.

II. OVERVIEW AND PROBLEM FORMULATION

In this section, we introduce the notation used in this paper and formulate the problems to be addressed. Throughout this paper, our description is for infinite-horizon continuous-time MDPs with average reward per unit time as the optimization criterion. Extensions of this work to discrete-time MDPs and for the discounted total reward criterion can be made in a straightforward manner. We only consider finite-state and finite-action spaces in our work. We first give a brief description of continuous-time MDPs. A continuous-time MDP is characterized as follows:

- At any time $t$, the system can be in any one of the states in some finite state space $S$.
- In each state $i \in S$, the decision-maker can choose an action from the finite action space $K_i$.
- When the system is in state $i \in S$ and when action $u \in K_i$ is chosen, the system accrues reward at the rate of $r_{i}^u$ per unit time.
- When the system is in state $i \in S$ and when action $u \in K_i$ is chosen, the transition rate to state $j \in S$, $j \neq i$ is fixed at $\alpha_{ij}^u$. Note that this implies that the system will stay in state $i$ for an exponentially distributed duration of time with mean $1/\sum_{j \in S, j \neq i} \alpha_{ij}^u$ and state $j \in S$, $j \neq i$ is the next state visited by the system with probability $\alpha_{ij}^u/\sum_{k \in S, k \neq i} \alpha_{ik}^u$. Henceforth, to avoid clutter, we omit the condition $j \neq i$ when we write $\alpha_{ij}$, but with the understanding that the condition $j \neq i$ is indeed required. Also all summations of the form $\sum_{j \in S} \alpha_{ij}$ are also carried out only over all states $j \in S, j \neq i$.
- The optimization criterion is the maximization of the...
average reward per unit time. The objective is to determine a sequence of actions as the system evolves that maximizes the appropriate criterion.

A control policy is defined as a sequence of state-to-action maps specifying, at each transition time and given the entire history of state visits and actions chosen, which action is chosen for the state visited. Let \( \mathcal{F} \) denote the set of all control policies. This definition of control policies is very general and includes those that depend on the time at which the control action is chosen as well as those that depend on the entire history of states visited and actions chosen. For example, it includes the control policy that specifies that during the first visit to state \( i \) a specific control action has to be chosen, but starting from the second visit an alternate control action has to be chosen. Control policies that are independent of the history of states and actions given the current state are known as Markov control policies. Markov control policies that are also independent of the time of decision-making (and depend only on the current state of the system) are called stationary policies. To characterize the set of all stationary policies, we define \( d^*_i \) as the probability that we choose control action \( u \in K_i \) when the system is in state \( i \in S \). The \( d^*_i \) (for \( u \in K_i \) and \( i \in S \)) are variables whose values the decision-maker can set. It is clear that

\[
\sum_{u \in K_i} d^*_i = 1 \quad \text{for} \quad i \in S,
\]

and that

\[
d^*_i \geq 0 \quad \text{for} \quad u \in K_i \quad \text{and} \quad i \in S.
\]

A stationary policy is the following set of probability distributions, one for each feasible state:

\[
\{d_i^* : u \in K_i \text{ and } i \in S\}.
\]

Implicit in the above notation is that the choice of control action does not depend on any time index. In other words, successive visits to a state will employ the same probability distribution in choosing the control action. Let \( \mathcal{G} \) denote the set of all stationary policies.

An important subset of stationary policies are pure policies. A control policy is called a pure policy if it is stationary and for each \( i \in S \) there is an action \( u \in K_i \) such that \( d^*_i = 1 \). Let \( \mathcal{H} \) denote the set of all pure policies. Clearly, \( \mathcal{H} \subset \mathcal{G} \subset \mathcal{F} \). Also, it should be clear from the above description that a pure policy can be represented as a mapping from the state space to the action space, i.e., for any pure policy, there is a map \( h \) such that \( h(i) \in K_i \) is unique and represents the action chosen by the pure policy in state \( i \).

Given that a pure policy \( h \in \mathcal{H} \) is employed, the sequence of states visited by the system forms a CTMC with transition rates \( \{\alpha_{ij}(h)\} \) such that

\[
\alpha_{ij}(h) = \alpha_{ij}^h.
\]

Under pure policy \( h \), reward is accumulated at the rate of \( r_{ij}^h \) per unit time when the system is in state \( i \). Similarly, given that a stationary policy \( g \in \mathcal{G} \) is employed, the sequence of states visited by the system forms a CTMC with transition rates \( \{\alpha_{ij}(g)\} \) given by

\[
\alpha_{ij}(g) = \sum_{u \in K_i} \alpha_{ij}^g d^*_i(g),
\]

where we have used \( d^*_i(g) \) to denote the probabilities \( d^*_i \) associated with stationary policy \( g \).

Let \( Z_i(t) \) for \( t \geq 0 \) be the reward accumulated by the system until time \( t \) when policy \( f \in \mathcal{F} \) is employed. The expected reward per unit time when the initial state of the system is \( i \) is given by

\[
R_i(f) = \lim_{t \to \infty} \frac{1}{t} \mathbb{E}_f \left[ Z_i(t) \right | X(0) = i],
\]

where \( \mathbb{E}_f(\cdot) \) denotes the expectation operator given that policy \( f \in \mathcal{F} \) is employed, and \( \{X(t) : t \geq 0\} \) represents the state of the system at time \( t \). A policy \( f \) is optimal if it achieves the largest value of \( R_i(f) \). Let us fix a stationary policy \( g \in \mathcal{G} \), and let \( \pi_j(g) \) be the limiting (or the steady-state) probability that the CTMC is in state \( j \). It is known that if \( g \) gives rise to a single recurrent chain, then the term \( R_j(g) \) reduces to the following equation and is independent of the initial state \( i \) [3].

\[
R_j(g) = R(g) = \sum_{j \in S} \pi_j(g) r_j(g) \quad \text{for all} \quad i,
\]

where \( r_j(g) \) is the mean reward accrual rate in state \( j \). The interpretation of the above equation is that, since \( \pi_j(g) \) represents the fraction of time that the system spends in state \( j \), the average return per unit time is given by the weighted average of the expected reward rates in each state with the weights being the fraction of time spent in that state. It is also known that if every pure policy \( h \in \mathcal{H} \) results in a CTMC with a single recurrent class plus a set (possibly empty) of transient states, then there exists an optimal pure policy (see [11,12]).

We now formulate the problems that we will be addressing in this work. As mentioned earlier, the decision-maker may not have exact knowledge of the transition rates \( \alpha_{ij}^h \) of the MDP, either because they are fixed but unknown or because they vary with time. The discussion that follows assumes fixed but unknown transition rates, but we will show later that our techniques can be applied even if the transition rates are time-varying. If the transition rates are fixed but unknown, estimation of
these quantities is only a partial solution. Indeed, estimation with a finite number of samples always leads to estimation errors. Moreover, there exists a conflict between estimation and choosing the optimal decision — if we aim to estimate the transition rates accurately we may no longer be choosing the optimal decision [13,14]. Note that, in our formulation’s most general form, the estimation of a transition rate $\alpha_{ij}^g$ for a certain action $u \in K_i$ yields no information about the transition rate $\alpha_{ij}^{g'}$ for some other action $u (\neq u) \in K_i$.

In sensitivity analysis problems, we assume that the decision-maker has irrevocably chosen a stationary policy $g \in \mathcal{G}$. (It is known that there exists an optimal stationary policy even for MDPs with constraints [15]. Therefore, our approach is quite general and can be used for sensitivity analysis of MDPs with constraints also.) In MDPs, this fixes the transition rates at $\alpha_{ij}(g)$ as given in Eq. (2). But, in our case, there is uncertainty in the original transition rates $\alpha_{ij}^g$ (and hence in the transition rates $\alpha_{ij}(g)$). However, the decision-maker is certain of the set over which the actual $\alpha_{ij}(g)$ ranges. The decision-maker now wishes to know the range of uncertainty of the expected reward per unit time given the range of uncertainty of the $\alpha_{ij}(g)$.

We distinguish between two cases. In the first case, the transition rates $\alpha_{ij}(g)$ may be chosen independently of each other, and in the second, they cannot be chosen independently of each other. We refer to systems that have the former property as systems with independent transition rates, and the latter as those with dependent transition rates. Unlike the case of systems with independent transition rates, in the former case the range of uncertainty of each of the transition rates can be specified independently of those of any other. This distinction is motivated by the observation that the real-world phenomena with which the transition rates are associated may not all be different. For example, in the admission control problem described in Section 3, several of the transition rates $\alpha_{ij}(g)$ are the call arrival rates of a particular class of calls. Generally, this quantity cannot have a different value in each state, but should all have the same value. In systems with dependent transition rates, when a certain value is chosen for a particular transition rate, the range of values that other transition rates can take are affected by this choice. In contrast, in systems with independent transition rates, the choice of a certain value for a particular transition rate does not affect the range of values that other transitions can take. More formally, in the case of independent transition rates, the decision-maker can separate the set over which the $\alpha_{ij}(g)$ range as follows:

$$\alpha_{ij}(g) \in \Omega_{ij}(g) \text{ for } i, j \in S.$$  

But for the case of systems with dependent transition rates, the decision-maker merely knows that

$$\{\alpha_{ij}(g)\}_{i,j} \in \Omega(g),$$

where $\Omega(g)$ is a set in $|S|(|S| - 1)$ dimensional space. Recently, in [16], the authors have considered placing constraints similar to the ones in the case of dependent transition rates on the action choices in different states. The authors call these correlated actions. The discussion in [16] also states that standard policy iteration cannot be applied to the case of correlated actions. The sensitivity analysis problem with dependent transition rates can be viewed as an MDP with correlated actions where the action choice does not affect the reward rate. In this work, we enhance the standard policy iteration algorithm so that it can be applied to the case of dependent transition rates. A suitably modified version of our algorithm for dependent transition rates can be applied to the case of correlated actions described in [16] as well.

We can state the sensitivity analysis problem as follows. (In sensitivity analysis problems, the policy $g \in \mathcal{G}$ is fixed. Therefore, to reduce notational complexity, we do not explicitly denote the dependence of the transition rates and rewards on the choice of the policy $g$.)

**Sensitivity analysis problem with independent transition rates:** Given a CTMC $\{X(t); \ t \geq 0\}$ with finite state space $S$, reward accrual rates $r_i$ for $i \in S$, and fixed but unknown transition rates $\alpha_{ij}$ such that $\alpha_{ij} \in \Omega_{ij}$ for $i, j \in S$, determine the maximum and minimum expected reward per unit time. We only develop solution methods for the following minimization problem (the technique to maximize average per-unit-time reward is a straightforward modification):

$$\min_{\alpha_{ij} \in \Omega_{ij}} \text{(Average per - unit - time reward).} \quad (4)$$

**Sensitivity analysis problem with dependent transition rates:** Given a CTMC $\{X(t); \ t \geq 0\}$ with finite state space $S$, reward accrual rates $r_i$ for $i \in S$, and fixed but unknown transition rates $\alpha_{ij}$ such that $\{\alpha_{ij}\}_{i,j} \in \Omega$, determine the maximum and minimum expected reward per unit time. As in the independent case, we only develop techniques for the following problem:

$$\min_{\{\alpha_{ij}\}_{i,j} \in \Omega} \text{(Average per - unit - time reward).} \quad (5)$$

We next describe the notions of max-min policies and max-max policies. Such policies have been described in [8,10], as well (for the case of independent transition rates). The idea of max-min policies is that the decision-maker is uncertain about the transition rates and wishes to make a decision taking the pessimistic view that the transition rates are chosen to minimize the average per-unit-time reward. Therefore, the decision-maker
will choose a policy that maximizes this minimum average per-unit-time reward. The maximization is done over all policies and the minimization is done over the transition rates over which the decision-maker has no control. Similarly, with a max-max policy the decision-maker makes a decision assuming that the transition rates are chosen to maximize the average per-unit-time reward. In this paper, we only describe algorithms for the max-min case. The max-max case can be handled similarly.

As before, we distinguish between two cases, depending on whether or not the transition rates can be chosen independently. The task is to determine a policy \( f \in \mathcal{F} \) that is optimal in the max-min sense. Formally, we formulate the max-min problem as follows.

**Max-min optimal policy with independent transition rates:** Let a system have finite state space \( S \) and a choice of actions from the finite action space \( K_i \) in each state \( i \in S \). Also, let the reward accrual rate be \( r_{iu} \) for \( i \in S \) and \( u \in K_i \). The transition rates for the system \( \alpha_{ij}^u \) are fixed but unknown such that \( \alpha_{ij}^u \in \Omega_{ij}^u \) for \( i, j \in S \) and \( u \in K_i \). The problem is to determine a policy \( f \in \mathcal{F} \) that maximizes the worst-case expected reward per unit time (determined by the choice of \( \alpha_{ij}^u(f) \in \Omega_{ij}^u(f) \)). In other words,

\[
\max_{f \in \mathcal{F}} \min_{u \in K_i(f)} \{r_{iu}(f)\} \quad \text{(Average per - unit - time reward)}.
\]

**Max-min optimal policy with dependent transition rates:** In this case, the problem formulation is the same as that of systems with independent transition rates, except that the transition rates cannot be chosen independently. Therefore, we have the condition that \( \{\alpha_{ij}^u(f)\}_{u \in K_i} \in \Omega(f) \). The problem can be stated as follows:

\[
\max_{f \in \mathcal{F}} \min_{u \in K_i(f)} \{r_{iu}(f)\} \quad \text{(Average per - unit - time reward)}.
\]

### III. ILLUSTRATIVE EXAMPLE: CALL ADMISSION CONTROL

In this section, we provide an example from the call admission problem in telecommunications, which will help illustrate the problems formulated in the last section. Variants of the same problem have been considered by other authors (e.g., [5,6]). We consider the scenario where calls belonging to different classes are to be supported over a single link with finite capacity. Assume that there are a total of \( M \) classes and that a class-\( i \) user requires \( e_i \) bandwidth units (BWUs). Let the capacity of the link be \( C \) BWUs. We also assume that calls belonging to class \( i, i = 1, 2, \ldots, M \), arrive according to an independent Poisson process with rate \( \lambda_i \), and that the call holding duration of class-\( i \) calls are i.i.d. (independent and identically distributed) exponential with mean \( 1/\mu_i \). Given the above framework, the problem is to determine an admission control policy (decision on whether or not to admit a call) such that the long-run average throughput is maximized. Throughput is the time average of the total amount of bandwidth used by the users admitted to the system. Note that the average per-unit-time reward has an intuitively appealing interpretation for this problem in the sense that it can be seen as the average link utilization or throughput. The discounted total reward criterion does not have such an appealing interpretation. Moreover, the choice of the discount factor to use for the discounted total reward criterion would have to be made in an arbitrary fashion and the optimal policy corresponding to the discounted total reward criterion would depend on the value of the discount factor. Therefore, the discounted total reward is not a very meaningful objective to use for this problem.

The above problem can be formulated as an MDP. We do this by characterizing the state space, the action space, the reward space, and the transition rates of the problem. We denote the state of the system by a vector of \( M \) components \( (n_1, n_2, \ldots, n_M) \) such that \( n_i \) represents the number of active class-\( i \) users in the system. Then the set \( S \) of all feasible states is

\[
S = \{n = (n_1, n_2, \ldots, n_M): \sum_{i=1}^{M} n_i e_i \leq C, \quad n_i \geq 0 \text{ and } n_i \text{ integer for } i = 1, 2, \ldots, M \}.
\]

The set \( S \) includes all possible states such that the combined bandwidth requirement of the active users does not exceed the link bandwidth. An action is denoted by a vector \( \mathbf{u} \) such that \( \mathbf{u} = (u_1, u_2, \ldots, u_M) \) and \( u_i = 0 \) or \( 1 \) with \( u_i = 0 \) implying we block any call belonging to class \( i \), and \( u_i = 1 \) implying we accept any call belonging to class \( i \). We define the set \( K_u \) of all allowed control actions in state \( n \) as follows:

\[
K_u = \{ (u_1, u_2, \ldots, u_M) : u_i = 0 \text{ or } u_i = 1 \text{ for } i = 1, 2, \ldots, M \text{ and } n + \delta_i u_i \in S \text{ for } i = 1, 2, \ldots, M \},
\]

where \( \delta_i \) is a vector of \( M \) components with zeros in all except the \( i \)-th position where it has a one. Note that an action \( \mathbf{u} \) is allowed in state \( n \) only if there is enough idle capacity in the system to admit a call belonging to any of the traffic classes that the action \( \mathbf{u} \) decides to admit. The set \( K_u \) contains precisely those actions. For each state \( n \in S \), the set \( K_u \) has at most \( 2^M \) elements.

When the system stays in state \( n = (n_1, n_2, \ldots, n_M) \), and when action \( \mathbf{u} \in K_u \) is chosen, the following is the per-unit-time reward accrued:

\[
r_{iu}^* = \sum_{i=1}^{M} n_i e_i.
\]

We note that the reward in state \( n \) is independent of the
chosen action in that state. The reward \(r_u^n\) is merely the amount of bandwidth in use in state \(n\). It follows that the long-run expected reward per unit time is the throughput of the system. If the system is in state \(n\) and action \(u\) is chosen, then the next state of the system is chosen according to the rates \(\alpha_{(n,p)}^u\), obtained as follows:

\[
\alpha_{(n,p)}^u = \begin{cases} 
\lambda_i & \text{if } p = n + \delta_i \text{ and } u = 1 \\
\mu_i & \text{if } p = n - \delta_i \text{ and } p \in S \\
0 & \text{otherwise.}
\end{cases}
\]  

(8)

Note that the control action \(u\) does not have any effect on call termination.

We now present numerical results for a simple case to illustrate how the optimal decision depends on the values of \(\lambda_i\) and \(\mu_i\). For the numerical results, we assume that there are two classes of calls and that the total capacity of the link is \(C = 4\) BWUs. We also assume that class-1 calls require 1 BWU and class-2 calls require 2 BWUs, i.e., \(e_1 = 1\) BWU and \(e_2 = 2\) BWUs. The call holding durations for both classes of calls are assumed exponential with mean \(1/\mu = 60\) seconds. We fix the arrival rate of class-2 calls and treat \(\lambda_i\) as a parameter. In Table 1, we show the probabilities with which we should choose actions in a given state to maximize throughput. We put an ‘x’ for the probabilities of actions in “don’t care” states. For example, for \(\lambda_1 = .05\), we find that state (1,0) is a “don’t care” state. This is because state (1,0) is a transient state, since the optimal policy is to accept only class-2 calls in all states. From the results in the table we see that the optimal decision depends on the \(\lambda_i\) and \(\mu_i\) values. For example, for very low values of \(\lambda_i\), the optimal policy is to accept only class-2 calls. This can be explained as follows. Since the arrival rate of class-2 calls is very high compared to that of class-1 calls, it pays to wait a little longer for a class-2 call and increase the throughput rather than accept a class-1 call. For \(\lambda_1 = 1\) and \(\lambda_2 = .5\), the optimal policy is to admit any call as long as there is idle capacity in the system while for \(\lambda_1 = .44\) and \(\lambda_2 = .5\), the optimal policy admits only class-2 calls in state (0,1) and admits all classes of calls in other states.

An important consequence of the dependence of the optimal decision on the parameters of the system is that the admission controller is expected to have exact knowledge of these parameters. In practice, it may be extremely difficult or impossible for the admission controller to have exact knowledge of these quantities. The problems formulated in the last section will be useful in this context. The admission control problem is also an illustration of a problem that has dependent transition rates. Notice that due to the dependence of the transition rates on \(\lambda_i\) and \(\mu_i\) as seen from Eq. (8), the decision-maker can only decide on the range of uncertainty of the \(\lambda_i\) and the \(\mu_i\), and the range of uncertainty of the transition rates are automatically fixed. The motivation for considering systems with dependent transition rates should be clear from this example.

With the useful insights gained from the admission control example, we now return to the problems formulated in Section II and proceed to develop solution techniques for them.

IV. SENSITIVITY ANALYSIS WITH INDEPENDENT TRANSITION RATES

4.1 Optimization approach

In sensitivity analysis problems, a stationary policy \(g \in \mathcal{G}\) is fixed. Therefore, as mentioned earlier, we do not explicitly denote the dependence of the transition rates and reward rates on the policy choice \(g\). Given this fixed stationary policy, the state of the system evolves as a CTMC.

In sensitivity analysis problems, we wish to determine the minimum average reward per unit time, given that \(\alpha_g \in \Omega_g\), where \(\Omega_g\) is the range of uncertainty of the transition rate \(\alpha_g\). We will require that the \(\Omega_g\) be compact.

| State (0,0) | Action (1,1) | 0 | 1 | 0 |
| State (1,0) | Action (1,1) | x | 1 | 1 |
| State (1,1) | Action (1,0) | x | 0 | 0 |
| State (2,0) | Action (1,1) | x | 1 | 1 |
| State (2,1) | Action (0,0) | x | 1 | 1 |
| State (3,0) | Action (1,0) | x | 1 | 1 |
| State (4,0) | Action (0,0) | x | 1 | 1 |
From Eq. (3), it follows that our objective is to minimize \( \sum_{i\in S} \pi_i r_i \) given that \( \alpha_{ij} \in \Omega_{ij} \). We know that the steady state probabilities \( \pi_i \) have to satisfy the following conditions:

\[
\pi_i, \sum_{j\in S} \alpha_{ij} = \sum_{j\in S} \pi_j \alpha_{ji} \quad \text{for } i \in S
\]

\[
\sum_{i\in S} \pi_i = 1
\]

\[
\pi_i \geq 0 \quad \text{for } i \in S.
\]

Therefore, the sensitivity analysis problem with independent transition rates can be formulated as follows:

\[
\text{minimize } \sum_{i\in S} \pi_i r_i
\]

subject to

\[
\pi_i, \sum_{j\in S} \alpha_{ij} = \sum_{j\in S} \pi_j \alpha_{ji} \quad \text{for } i \in S
\]

\[
\sum_{i\in S} \pi_i = 1
\]

\[
\pi_i \geq 0 \quad \text{for } i \in S
\]

\[
\alpha_{ij} \in \Omega_{ij} \quad \text{for } i, j \in S.
\]

Because we assume the sets \( \Omega_{ij} \) are compact, the minimum is guaranteed to exist by Weierstrass’s theorem [17] because all the constraints of the above problem together form a compact constraint set.

We have thus formulated our sensitivity analysis problem as an optimization problem involving the variables \( \alpha_{ij} \) and \( \pi_i \). Note that each \( \alpha_{ij} \) can take values in the set \( \Omega_{ij} \) independently of any other \( \alpha_{ij} \). Note also that a particular choice of values for the \( \alpha_{ij} \) uniquely determines \( \pi_i \) for each \( i \in S \). Therefore, it is only the \( \alpha_{ij} \) that are the actual decision variables in this problem, but we introduce the additional variables \( \pi_i \) for notational simplicity.

The problem in Eq. (9) can be interpreted as an MDP with a compact action space. But the choice of control action in this case does not affect the reward rate \( r_i \). The choice of control action merely affects the transition rates \( \alpha_{ij} \).

A further simplification of the above problem is possible if we make the assumption that the sets \( \Omega_{ij} \) are closed intervals. In this case, we can write \( \Omega_{ij} = [\alpha_{ij}, \overline{\alpha}_{ij}] \), where \( \alpha_{ij} \) and \( \overline{\alpha}_{ij} \) are the minimum and maximum values that \( \alpha_{ij} \) can take, respectively. With this assumption and by writing \( x_{ij} = \pi_i / \alpha_{ij} \) we can formulate the optimization problem in Eq. (9) as a linear program as follows:

\[
\text{minimize } \sum_{i\in S} \pi_i r_i
\]

subject to

\[
\sum_{j\in S} x_{ij} = \sum_{j\in S} x_{ji} \quad \text{for } i \in S
\]

\[
\sum_{i\in S} \pi_i = 1
\]

\[
\pi_i \geq 0 \quad \text{for } i \in S
\]

\[
\pi_i \overline{\alpha}_{ij} \leq x_{ij} \leq \pi_i \alpha_{ij} \quad \text{for } i, j \in S.
\]

Note that to write the last constraint we might have carried out division by zero, if \( \pi_i = 0 \). But this does not pose a difficulty because \( \pi_i = 0 \) implies that state \( i \) is a transient state, and the value of \( \alpha_{ij} \) for \( j \in S \) are “don’t care” values. (Because the state space \( S \) is finite, only positive recurrent and transient states exist. Therefore, when \( \pi_i = 0 \) it is guaranteed that state \( i \) is transient.) In other words, although the last constraint in the problem in Eq. (10) does not convey the meaning in the last constraint of Eq. (9) when \( \pi_i = 0 \), it does not pose a difficulty because state \( i \) is then a transient state and transition rates from transient states can arbitrarily be set to any value without affecting the solution. Also note that if all possible choices of the transition rates \( \{\alpha_{ij}\} \) lead to the state space \( S \) forming an irreducible CTMC, then it is guaranteed that \( \pi_i > 0 \) [18].

Because the transition rates are fixed but unknown, we can associate a transition rate value with each state and search for such an optimal transition rate value. Our solution techniques (the optimization and policy iteration approaches) search for such an optimal transition rate value. If the transition rates are time-varying and if their values as a function of time is not known, then we need to determine the optimal transition rate value for each state and each visit to the state. (While the transition rates are time-varying, the sets \( \Omega_{ij} \) are assumed to be time-invariant.) But if the sets \( \Omega_{ij} \) are compact, it has been shown that there exists an optimal pure policy under fairly general conditions [19,20]. Note that the sensitivity analysis problem with time-varying and unknown transition rates is itself an MDP with the action space in state \( i \) being \( \prod_{j\in S} \Omega_{ij} \). Thus if the conditions under which an optimal pure policy exists are satisfied, then we can use the techniques developed in this paper (the optimization and policy iteration approaches) for solving the sensitivity analysis problem with time-varying transition rates.

4.2 Policy iteration approach

We now describe a policy-iteration equivalent to the above optimization solution approach. The policy iteration technique we describe in this section searches for the optimal solution only among pure policies that choose the same transition rate during each visit to a state. The policy iteration technique developed here is similar to the one in [8].

**Algorithm.** Policy iteration solution to the sensitivity analysis problem with independent transition rates.

1. Select any feasible set of transition rates \( \{\alpha_{ij}\} \) (i.e., satisfying the condition \( \alpha_{ij} \in \Omega_{ij} \) for all \( i \) and \( j \)) and some \( k \in S \).
2. We introduce a set of auxiliary variables \( v_i, i \in S \), and
use the set \( \{ \alpha_j \} \) to solve for \( v_i, i \in S \), with \( v_k = 0 \) using the following system of equations:

\[
R + v_i \sum_{j \in S} \alpha_{ij} = r_i + \sum_{j \in S} \alpha_{ij} v_j \quad \text{for } i \in S. \tag{11}
\]

3. For each \( i \in S \), find \( \alpha_{ij} \) for \( j \in S \) such that \( \alpha_{ij} \in \Omega_{ij} \), and minimizes

\[
r_i + \sum_{j \in S} \alpha_{ij} v_j - \sum_{j \in S} \alpha_{ij} v_i. \tag{12}
\]

Let \( \{ \alpha_{ij}^* \} \) be the set of transition rates obtained that minimize Eq. (12) for each \( i \in S \). If \( \alpha_{ij} = \alpha_{ij}^* \) for each \( i \) and \( j \), then \( R \) is the minimum average reward per unit time, and \( \{ \alpha_{ij} \} \) is the set of transition rates that yields this minimum value. Otherwise, return to Step 2 with the new set of \( \{ \alpha_{ij}^* \} \).

In the above algorithm, \( R \) represents the expected reward per unit time for that particular choice of \( \{ \alpha_{ij} \} \). To see this, multiply Eq. (11) by \( \pi_i \) and sum over all \( i \in S \) to get

\[
R \sum_{i \in S} \pi_i + \sum_{i \in S} \pi_i v_i \sum_{j \in S} \alpha_{ij} = \sum_{i \in S} \pi_i r_i + \sum_{i \in S} \sum_{j \in S} \pi_i \alpha_{ij} v_j.
\]

Now using \( \sum_{i \in S} \pi_i = 1 \) and \( \sum_{i \in S} \pi_i \alpha_{ij} = \sum_{i \in S} \pi_i \alpha_{ji} \) on the left hand side of the above equation we have

\[
R + \sum_{i \in S} \sum_{j \in S} v_i \pi_i \alpha_{ji} = \sum_{i \in S} \pi_i r_i + \sum_{i \in S} \sum_{j \in S} \pi_i \alpha_{ij} v_j. \tag{13}
\]

The second term on the right hand side can be written as \( \sum_{i \in S} \sum_{j \in S} v_i \pi_i \alpha_{ji} \) by interchanging \( i \) and \( j \). But this is the same as the second term on the left in Eq. (13). We thus have the following relation for \( R \):

\[
R = \sum_{i \in S} \pi_i r_i, \tag{14}
\]

which is the same as the expression for the average reward per unit time \( R \) in Eq. (3).

We prove that the algorithm above converges in a finite number of steps. For this, we first show two propositions. We first prove that the algorithm has the descent property.

**Proposition 1.** The policy iteration algorithm for sensitivity analysis has the descent property; i.e., if \( R^{(k)} \) for \( k = 1, 2, \ldots \) is the sequence of \( R \) values obtained from the above algorithm, then \( R^{(k+1)} \leq R^{(k)} \) for all \( k \).

**Proof.** Let \( \{ \alpha_{ij} \} \) be the transition rates obtained from an iteration of the algorithm, and let \( \{ v_i \} \) and \( R \) be the values obtained from Eq. (11) for this choice of \( \{ \alpha_{ij} \} \). Let \( \{ \alpha_{ij}^* \}, \{ v_i^* \} \), and \( R^* \) be the corresponding values obtained from the next iteration. Assume that \( \alpha_{ij} \neq \alpha_{ij}^* \) for at least some \( i \) and \( j \). Otherwise, the descent property trivially holds.

Using Eq. (11) we have, for each \( i \in S \),

\[
R - R' = \sum_{j \in S} \alpha_{ij} v_j - v_i \sum_{j \in S} \alpha_{ij} - \sum_{j \in S} \alpha_{ij} v_j' + v_i \sum_{j \in S} \alpha_{ij}'.
\]

Adding and subtracting the term \( \sum_{j \in S} \alpha_{ij} v_j - v_i \sum_{j \in S} \alpha_{ij}' \) to the above equation and writing

\[
\theta_i = \sum_{j \in S} \alpha_{ij} v_j - v_i \sum_{j \in S} \alpha_{ij} - \left[ \sum_{j \in S} \alpha_{ij} v_j - v_i \sum_{j \in S} \alpha_{ij}' \right], \tag{15}
\]

we have

\[
R - R' = \theta_i + \sum_{j \in S} \alpha_{ij}' (v_j - v_j') - (v_i - v_i') \sum_{j \in S} \alpha_{ij}'.
\]

From the definition of \( \theta_i \), it is clear that \( \theta_i \geq 0 \) for all \( i \in S \) and that \( \theta_i > 0 \) for at least one \( i \in S \). This is because \( \{ \alpha_{ij}^* \} \) minimizes the expression in Eq. (12) and also because of the assumption that \( \{ \alpha_{ij} \} \) and \( \{ \alpha_{ij}^* \} \) are not identical. Now substituting \( \Delta R = R - R' \) and \( \Delta v_i = v_i - v_i' \) for each \( i \in S \) we have

\[
\Delta R + \Delta v_i \sum_{j \in S} \alpha_{ij}' = \theta_i + \sum_{j \in S} \alpha_{ij}' \Delta v_j.
\]

The above equation is similar in form to Eq. (11), and following an argument similar to the derivation of Eq. (14) we have \( \Delta R = \sum_{i \in S} \pi_i \theta_i \). But, as already seen, \( \theta_i \geq 0 \) for each \( i \in S \) and \( \theta_i > 0 \) for at least one \( i \in S \). Using the fact that \( \pi_i \geq 0 \) for all \( i \in S \), it follows that \( \Delta R \geq 0 \) or \( R \geq R' \). In particular, if \( \theta_i \) is strictly positive for a recurrent state under the choice \( \{ \alpha_{ij}^* \} \), then \( R > R' \). Note that a recurrent state implies \( \pi_i > 0 \). Therefore, the policy iteration algorithm has the descent property.

Next, we prove that if the algorithm terminates, then there exists no feasible \( \{ \alpha_{ij} \} \) that yields a smaller expected reward per unit time \( R \).

**Proposition 2.** If the algorithm terminates, then there cannot exist a feasible set of \( \{ \alpha_{ij} \} \) that yields a smaller expected reward per unit time \( R \).

**Proof.** The proof is by contradiction. Suppose the algorithm terminates with \( \{ \alpha_{ij} \} \) and there exists \( \{ \alpha_{ij}' \} \) different from \( \{ \alpha_{ij} \} \) that yields a smaller value. In other words, if \( R \) and \( R' \) are the values obtained from \( \{ \alpha_{ij} \} \) and \( \{ \alpha_{ij}' \} \), respectively using Eq. (11), then \( R < R' \). From Eq. (11) we can obtain the following expression for \( R - R' \) using steps similar to the ones in the proof of Proposition 1:

\[
R - R' = \theta_i + \sum_{j \in S} \alpha_{ij}' (v_j - v_j') - (v_i - v_i') \sum_{j \in S} \alpha_{ij}'.
\]

where \( \theta_i \) is the same as that given in Eq. (15). But \( \theta_i \leq 0 \) for all \( i \in S \) because \( \{ \alpha_{ij} \} \) yields the minimizer of the term \( \sum_{j \in S} \alpha_{ij} v_j - \sum_{j \in S} \alpha_{ij} v_j' \). Using the same reasoning as in the derivation of Eq. (14), we have
\[ \Delta R = R - R' = \sum_{i \in S} \pi_i \theta_i. \]

But \( \Delta R \leq 0 \) because \( \theta_i \leq 0 \) for all \( i \in S \). Hence, this is a contradiction because we assumed that \( R' < R \). \( \blacksquare \)

Using the above two propositions, we can show the convergence of our algorithm to the optimal solution in a finite number of steps, using the assumption that the sets \( \Omega_y \) are compact.

**Theorem 1.** The policy iteration algorithm for sensitivity analysis converges to the optimal solution in a finite number of steps.

**Proof.** Because the sets \( \Omega_y \) for each \( i, j \in S \) are compact, there exist \( \{ \underline{\alpha}_{ij} \} \) and \( \{ \overline{\alpha}_{ij} \} \) such that

\[
\begin{align*}
\underline{\alpha}_{ij} &= \min \{ x : x \in \Omega_{ij} \} \\
\overline{\alpha}_{ij} &= \max \{ x : x \in \Omega_{ij} \}
\end{align*}
\]

for each \( i, j \in S \). Next note that each time we obtain the solution to the optimization problem in Eq. (12), each \( \alpha_{ij} \) takes one of two values. The optimal solution would either be \( \underline{\alpha}_{ij} \) or \( \overline{\alpha}_{ij} \) depending on whether \( \nu_j - \nu_i \) is positive or negative. By convention, let us choose \( \underline{\alpha}_{ij} \) as the solution of Eq. (12) if \( \nu_j - \nu_i = 0 \). Thus the algorithm has only a finite number of points (at most \( 2^{101011} \)) to visit.

Also, before termination, the algorithm cannot return to the same set of \( \{ \alpha_{ij} \} \). To show this, we need another property of the policy iteration algorithm that if there is no positive descent in the \( R \) value and if the algorithm has not terminated, then \( \nu' < \nu \) for some transient state \( i \) under \( \{ \alpha'_{ij} \} \). This property can be proved using an argument similar to the proof in [12] (Vol. 2, page 216). Proposition 1 together with the above property guarantees that no set of \( R \) and \( \nu \) values can be repeated. This implies that no set of \( \{ \alpha_{ij} \} \) can be repeated because a set of \( \{ \alpha_{ij} \} \) uniquely determines a set of \( R \) and \( \nu \) values. Thus the algorithm has a finite number of points to visit, and during each iteration it visits a different point. Therefore, the algorithm terminates in a finite number of steps. By Proposition 2, the set of \( \{ \alpha_{ij} \} \) with which the algorithm terminates is the optimal set of transition rates. \( \blacksquare \)

**V. SENSITIVITY ANALYSIS WITH DEPENDENT TRANSITION RATES**

**5.1 Optimization approach**

Following our optimization solution to the sensitivity analysis problem with independent transition rates, we can formulate the problem of finding the minimum expected reward per unit time when there is dependence among transition rates as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in S} \pi_i r_i \\
\text{subject to} & \quad \pi_i \sum_{j \in S} \alpha_{ij} = \sum_{j \in S} \pi_j \alpha_{ij} \quad \text{for } i \in S \\
& \quad \sum_{i \in S} \pi_i = 1 \\
& \quad \pi_j \geq 0 \quad \text{for } i \in S \\
& \quad \{ \alpha_{ij} \} \in \Omega,
\end{align*}
\]

where the set \( \Omega \) is assumed compact as before to guarantee the existence of the minimizer. Note that, unlike in the case of independent transition rates, we cannot choose the values of \( \alpha_{ij} \) independently. Thus the constraint that \( \{ \alpha_{ij} \} \in \Omega \) cannot be separated into individual constraints on the \( \alpha_{ij} \).

If the transition rates are fixed but unknown we can search for the optimal transition rate value associated with each state. If the transition rates are time-varying and if they are known to vary slow enough that the dependence between the transition rates is not lost, we can use the above technique (and the policy iteration technique in the following section) to determine the optimal transition rate value for each state. On the other hand, if the transition rates vary fast enough with time, then the dependence between the transition rates will be lost in the time duration needed for the system to move to a state with a dependent transition rate. Thus if the transition rates vary fast enough, then this problem can be treated as one with independent transition rates, and the techniques developed in Section IV can be used.

We now prove a useful proposition with which we can approximate the performance of a system with dependent transition rates, by assuming independent transition rates. We first define the sets \( \Omega'_{ij} \) such that for every point in \( \Omega \), its \( (i, j) \)-th component \( \alpha_{ij} \) belongs to \( \Omega'_{ij} \) for each \( i \) and \( j \). The \( \Omega'_{ij} \) for each \( i \) and \( j \) can be obtained as follows. Let

\[
\alpha_{ij}^{\min} = \min \{ \alpha_{ij} : \alpha_{ij} \in \Omega \}
\]

and

\[
\alpha_{ij}^{\max} = \max \{ \alpha_{ij} : \alpha_{ij} \in \Omega \}.
\]

Then \( \Omega'_{ij} = [\alpha_{ij}^{\min}, \alpha_{ij}^{\max}] \). In other words, the \( \Omega'_{ij} \) are chosen such that the “box” defined by them completely contains \( \Omega \), i.e., \( \Omega \subset \prod_{i,j} \Omega'_{ij} \), where \( \prod_{i,j} \Omega'_{ij} \) is the Cartesian product of the sets \( \Omega'_{ij} \). Because the set \( \Omega \) is bounded, we can choose the sets \( \Omega'_{ij} \) for all \( i \) and \( j \) such that they are compact.

**Proposition 3.** Let \( \overline{R}_d \) and \( \overline{R}_d' \) be the optimal average rewards per unit time of the minimization (as given in Eq. (5)) and maximization (with minimization
in (5) replaced by maximization) sensitivity analysis problems for a system with dependent transition rates. Then the corresponding problem with independent transition rates obtained by replacing the constraint \{α_{ij}\} ∈ Ω with the condition \(α_{ij} ∈ \Omega'_{ij}\) for \(i, j ∈ S\) with \(Ω ⊂ \prod_{i,j} \Omega'_{ij}\) has minimum and maximum average rewards per unit time \(R^{ind}\) and \(R^{ind}\) such that \(R^{ind} ≤ R^{dep} ≤ R^{ind}\).

**Proof.** Consider the following optimization problem:

\[
\minimize \sum_{i∈S} \pi_i r_i \\
\text{subject to } \pi_i \sum_{j∈S} \alpha_{ij} = \sum_{j∈S} \pi_j \alpha_{ij} \text{ for } i ∈ S \\
\sum_{i∈S} \pi_i = 1 \\
\pi_i ≥ 0 \text{ for } i ∈ S \\
\alpha_{ij} ∈ \Omega'_{ij} \text{ for } i, j ∈ S,
\]

which is obtained by replacing the constraint \{α_{ij}\} ∈ Ω with the condition \(α_{ij} ∈ \Omega'_{ij}\) for \(i, j ∈ S\). The above problem has independent transition rates, and let its optimal solution be \(R^{ind}\). Because \(Ω ⊂ \prod_{i,j} \Omega'_{ij}\), the constraint set in the optimization problem in Eq. (16) is a subset of that in the problem in Eq. (17). Therefore, \(R^{ind} ≤ R^{dep}\).

Similarly, it follows by changing the problem into one of maximization that \(R^{dep} ≤ R^{ind}\). And because \(R^{dep} ≤ R^{dep}\), the result follows.

The above proposition gives us a means of getting bounds on the performance of the system with dependent transition rates. We merely replace the constraint set Ω by the constraint set \(\prod_{i,j} \Omega'_{ij}\) and treat the problem as one with independent transition rates. This gives us bounds within which the performance of the system with dependent transition rates will lie. The above proposition is especially useful because efficient techniques like linear programming (see Eq. (10)) exist to solve the problem of sensitivity analysis with independent transition rates. Note that the problem of sensitivity analysis with dependent transition rates cannot be formulated as a linear program. Also, to get a good approximation of the performance of the sensitivity analysis problem with dependent transition rates, the sets \(\Omega'_{ij}\) have to be chosen so that they tightly bound the original set Ω, i.e., the set \(\prod_{i,j} \Omega'_{ij}\) should be the smallest “box” containing the set Ω.

5.2 Policy iteration approach

We now describe a policy iteration solution to the problem.

**Algorithm.** Policy iteration solution to the sensitivity analysis problem with dependent transition rates.

1. Select any feasible set of transition rates \(\{α_{ij}\}\) and some \(k ∈ S\).
2. Use these \(α_{ij}\) to solve for \(v_k, i ∈ S\), with \(v_k = 0\) using the following system of equations:

\[
R + v_i \sum_{j∈S} \alpha_{ij} = r_i + \sum_{j∈S} \alpha_{ij} v_j \text{ for } i ∈ S.
\]

(18)

3. Find \(\{α'_{ij}\}\), optimizing the following problem:

\[
\maximize \sum_{i∈S} \pi'_{ij} \left(\sum_{j∈S} v_j (α_{ij} - α'_{ij}) + v_i (α'_{ij} - α_{ij})\right) \\
\text{subject to } \pi'_{ij} \sum_{j∈S} \alpha'_{ij} = \sum_{j∈S} \pi'_{ij} \alpha'_{ij} \text{ for } i ∈ S \\
\pi'_{ij} ≥ 0 \text{ for } i ∈ S \\
\{α'_{ij}\} ∈ Ω.
\]

If \(α'_{ij} = α_{ij}\) for each \(i\) and \(j\), then \(R\) is the minimum average reward per unit time, and \(\{α_{ij}\}\) is the set of transition rates that yields this minimum value. Otherwise return to Step 2 with \(α_{ij} = α'_{ij}\) for \(i, j ∈ S\).

Note that, unlike the case where the transition rates are independent, we cannot decide the value of transition rates independently in each state. Thus Step 3 of the algorithm becomes more complicated because we have to decide on a set \(\{α_{ij}\}\) that results in descent in the average per-unit-time reward. Step 3 of the algorithm for independent transition rates cannot be used because the choice of \(α_{ij}\) for \(j ∈ S\) that results from this step for a particular \(i\) might not result in descent, because the transition rates from other states \(k ≠ i\) are also affected as a result of this choice. Notice that the term \(\sum_{j∈S} v_j (α_{ij} - α'_{ij}) + v_i (α'_{ij} - α_{ij})\) is the same as \(θ_i\) defined in Eq. (15). Therefore, the optimization problem in Step 3 of the above algorithm maximizes the magnitude of descent that was obtained in the proof of Proposition 1. Using techniques similar to those in the proof of Propositions 1 and 2 we can prove the following propositions.

**Proposition 4.** The policy iteration algorithm for sensitivity analysis with dependent transition rates has the descent property, i.e., if \(R^{(k)}\) for \(k = 1, 2, \ldots\) is the sequence of \(R\) values obtained from the above algorithm, then \(R^{(k+1)} ≤ R^{(k)}\) for all \(k\).

**Proposition 5.** If the policy iteration algorithm for systems with dependent transition rates terminates, then there cannot exist a feasible set of \(\{α_{ij}\}\) that yields a smaller expected reward per unit time \(R\).

VI. MAX-MIN OPTIMAL POLICY WITH INDEPENDENT TRANSITION RATES

In this section, we develop techniques to obtain the max-min optimal policy for a system with independent
transition rates. We first make an assumption that guarantees the existence of an optimal policy among the set of pure policies. Note that if the action space in each state is finite, then the total number of distinct pure policies is given by $|\prod_{i \in S} |K_i||$, where we have used $|K_i|$ to denote the number of elements in the set $K_i$. For a given pure policy $h \in \mathcal{H}$, let the solution to the sensitivity problem be $\{\alpha^*_h(h)\}$. It has been shown (see [11]) that if every pure policy $h$ gives rise to a single recurrent class plus a set (possibly empty) of transient states, then there exists an optimal policy. We assume that every pure policy $h \in \mathcal{H}$, along with the pessimistic choice of transition rates $\{\alpha^*_h(h)\}$, gives rise to a CTMC with a single recurrent class. With this assumption, we are justified in restricting our search for optimal policies among the set of all pure policies $\mathcal{H}$.

The problem of finding the max-min optimal policy with independent transition rates can be stated as follows:

$$
\max_{h \in \mathcal{H}} \min_{\{\alpha_i(j,k)\}, \{\pi_i(h)\}} \sum_{j \in S} \pi_i(h) r_i(h)
$$

subject to

$$
\pi_i(h) \sum_{j \in S} \alpha_{ij}(h) = \sum_{j \in S} \pi_j(h) \alpha_{ji}(h) \quad \text{for} \quad i \in S
$$

$$
\sum_{i \in S} \pi_i(h) = 1
$$

$$
\pi_i(h) \geq 0 \quad \text{for} \quad i \in S
$$

$$
\alpha_{ij}(h) \in \Omega_{ij}(h) \quad \text{for} \quad i, j \in S,
$$

where $\Omega_{ij}(h)$ for each $i, j, h$ are assumed compact to guarantee the existence of the optimizer. The maximization is done over all policies and the minimization is done over the range of uncertainty in the transition rates.

We now describe a policy iteration technique to obtain the optimal max-min policy in a system with independent transition rates. The policy iteration technique is a systematic search technique that searches for the optimal max-min policy among all pure policies.

**Algorithm.** Policy iteration solution to the max-min problem with independent transition rates.

1. Select a pure policy $h = \{h(i) : i \in S\}$ where $h(i) \in K_i$ and some $k \in S$. (Policy $h$ is a mapping from the state space to the action space.)
2. Select a feasible set of transition rates $\alpha_i(h)$. (Note that $\alpha_i(h)$ can be written as $\alpha^*_h(h)$.)
3. Use these $\alpha_i(h)$ to solve for $v_i(h)$, $i \in S$, with $v_d(h) = 0$ using the following system of equations:

$$
R(h) + v_d(h) \sum_{j \in S} \alpha_{dj}(h) = r_d(h) + \sum_{j \in S} \alpha_{dj}(h)v_j(h) \quad \text{for} \quad i \in S,
$$

where $r_i(h) = r_i(h^i)$.  
4. For each $i \in S$ find $\alpha_i(h)$, $j \in S$, such that $\alpha_i(h) \in \Omega_{ij}(h)$ and minimizing

$$
r_i(h) + \sum_{j \in S} \alpha_{ij}(h)v_j(h) - \sum_{j \in S} \alpha_{ij}(h)v_j(h).
$$

(Note that $\Omega_{ij}(h)$ can also be written as $\Omega^*_h(h)$.) Let $\{\alpha^*_h(h)\}$ be the set of transition rates obtained that minimizes Eq. (22) for each $i \in S$. If $\alpha^*_j(h) = \alpha_j(h)$ for each $i$ and $j$, then go to Step 5 with $\alpha^*_h(h) = \alpha_j(h)$ as the pessimistic choice of transition rates for policy $h$. Otherwise return to Step 3 with $\alpha^*_j(h) = \alpha^*_j(h)$.

5. For each state $i \in S$, find alternatives $h'(i)$ that maximize for $u \in K_i$

$$
\min_{u \in K_i} r_u^i + \sum_{j \in S} \alpha_{ij}^*(h) v^*_j(h) - \sum_{j \in S} \alpha_{ij}^*(h) v^*_j(h),
$$

where $v^*_j(h)$ are the values obtained from Step 3 for the pessimistic choice of transition rates $\{\alpha^*_h(h)\}$. If the policy changes, return to Step 2 with $h(i) = h'(i)$ for $i \in S$. Otherwise, terminate with $h$ as the optimal max-min policy.

Note that Steps 3 and 4 are the same as those in the sensitivity analysis problem. With the assumption that the $\Omega^*_ij$ are compact for each $i, j$, and $u$, this part of the algorithm terminates in a finite number of steps as shown in Theorem 1. Next note that the number of pure policies is finite because of the finite action and state spaces. Therefore, the algorithm terminates in a finite number of steps. To prove that the above algorithm converges to the optimal policy we follow an approach similar to the one for the sensitivity analysis problem. We first prove that the algorithm results in a sequence of policies whose worst-case average per-unit-time reward increases. We then show that if the algorithm terminates, then there exists no better policy. Because the algorithm terminates in a finite number of steps, we would have proved the convergence of our algorithm to the optimal max-min policy. The techniques that we use in our proof are similar to those in [8].

**Proposition 6.** The policy iteration algorithm for obtaining the optimal max-min policy for a system with independent transition rates has the descent property; i.e., if $h$ and $h'$ ($h' \neq h$) are two successive policies obtained in that order from Step 5, and if $R(h)$ and $R(h')$ are the corresponding worst-case values, then $R(h') \geq R(h)$.

**Proof.** Let $\{\alpha^*_i(h)\}$ and $\{\alpha^*_i(h')\}$ represent the optimal values obtained from Step 4 for policies $h$ and $h'$, respectively. In other words, these are the worst-case transition rates for policies $h$ and $h'$. Then $R(h)$, $\{v^*_j(h)\}$ $R(h')$, and $\{v^*_j(h')\}$ are obtained from the following equations:

$$
R(h) + v^*_d(h) \sum_{j \in S} \alpha_{dj}(h) = r_d(h) + \sum_{j \in S} \alpha_{dj}(h)v^*_j(h) \quad \text{for} \quad i \in S
$$

where $r_i(h) = r_i(h^i)$.
Proposition 7. If the policy iteration algorithm to obtain the optimal max-min policy terminates, then there cannot exist a policy that yields a larger worst-case expected reward per unit time.

Proof. The proof is by contradiction. Assume that \( h \) is the policy with which the algorithm terminates, and let there exist a policy \( h' \) that yields a larger worst-case per-unit-time reward than \( R(h) \). Then it follows that

\[ R(h') + \nu_i(h') \sum_{j \in S} \alpha_{ij}(h') = r_i(h') + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') \]

Adding and subtracting the terms \( \nu_i(h') \sum_{j \in S} \alpha_{ij}(h') + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') \) and making the substitution

\[ \theta_i = r_i(h') - r_i(h) + \sum_{j \in S} \alpha_{ij}(h')(\nu_j(h') - \nu_j(h)) \]

we have the following expression:

\[ R(h') - R(h) = \theta_i + \sum_{j \in S} \alpha_{ij}(h')(\nu_j(h') - \nu_j(h)) \]

Making the substitution \( \Delta R = R(h') - R(h) \) and \( \Delta \nu_i = \nu_i(h') - \nu_i(h) \), we have

\[ \Delta R + \Delta \nu_i \sum_{j \in S} \alpha_{ij}(h') = \theta_i + \sum_{j \in S} \alpha_{ij}(h') \Delta \nu_j. \]

Using a method similar to the derivation of Eq. (14), we get

\[ \Delta R = \sum_{i \in S} \pi_i \theta_i. \]

It is clear that

\[ r_i(h') + \sum_{j \in S} \alpha_{ij}(h')(\nu_j(h') - \nu_j(h)) \geq \min_{\alpha_{ij}(h') \in \Omega_i(h')} \left\{ r_i(h') + \sum_{j \in S} \alpha_{ij}(h')(\nu_j(h') - \nu_j(h)) \right\} \]

where \( \alpha_{ij}(h') \) is any feasible set of transition rates that yields a larger worst-case per-unit-time reward than \( R(h') \).

Let \( \{ \alpha_{ij}(h') \} \) be any feasible set of transition rates, and let \( R(h') \) and \( \nu_i(h') \) be the solution to the following system of equations:

\[ R(h') + \nu_i(h') \sum_{j \in S} \alpha_{ij}(h') = r_i(h') + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') \]

Since \( \{ \alpha_{ij}(h') \} \) minimizes the per-unit-time reward under policy \( h' \), we have \( R(h') \geq R(h) \). Now if \( h' \) is a better policy it follows that \( R(h') < R(h) \) for any feasible \( \{ \alpha_{ij}(h') \} \). But this is a contradiction.

To see this, suppose \( \{ \alpha_{ij}(h') \} \) results from the minimization in Step 5 of the algorithm. But since the algorithm terminated with policy \( h \), it follows from Step 5 that for all \( i \in S \)

\[ r_i(h) + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') - \sum_{j \in S} \alpha_{ij}(h') \nu_j(h) \geq \min_{\alpha_{ij}(h') \in \Omega_i(h')} \left\{ r_i(h) + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') - \sum_{j \in S} \alpha_{ij}(h') \nu_j(h) \right\} \]

Denote

\[ \theta_i = r_i(h') - r_i(h) + \sum_{j \in S} (\alpha_{ij}(h') - \alpha_{ij}(h)) \nu_j(h') \]

And \( \theta_i \geq 0 \) for all \( i \in S \) from Eq. (25). But

\[ R(h') - R(h) = r_i(h') + \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') - \sum_{j \in S} \alpha_{ij}(h) \nu_j(h) \]

for \( i \in S \).

Adding and subtracting \( \sum_{j \in S} \alpha_{ij}(h') \nu_j(h') - \sum_{j \in S} \alpha_{ij}(h') \nu_j(h) \), we have
In this section, we consider the problem of determining a max-min optimal policy for the case where there is dependence among transition rates. As in the previous section, we restrict our search for optimal policies among all pure policies. For this purpose, we make the assumption that each pure policy $h \in \mathcal{H}$ along with the pessimistic choice of transition rates $\{\alpha_j(h)\}$ gives rise to a CTMC with a single recurrent class along with a set (possibly empty) of transient states.

From the descriptions in Sections 5 and 6, it should be clear that we can formulate the problem of obtaining the max-min optimal policy with dependent transition rates as follows:

$$
\min_{h \in \mathcal{H}} \max_{(\alpha_j(h), r_i(h), \pi_j(h))} \sum_{k \in S} \pi_j(h) r_i(h)
$$

subject to $\pi_j(h) \sum_{k \in S} \alpha_j(h) = 1$ for $i \in S$ and $\pi_j(h) \geq 0$ for $i \in S$. 

$$
\{\alpha_j(h)\} \in \Omega(h).
$$

If $\alpha_j(h) = \alpha_j(h)$ for each $i$ and $j$, then go to Step 5 with $\alpha_j(h) = \alpha_j(h)$ for each $i$ and $j$ as the pessimistic choice of transition rates for policy $h$. Otherwise return to Step 3 with $\alpha_j(h) = \alpha_j(h)$ for $i, j \in S$.

5. For state $i \in S$, find an alternative $h'(i)$ (which together with $h(j)$ for $j \neq i$ defines a policy $h'$) that maximizes the objective function value for the following optimization problem.

$$
\min_{h \in \mathcal{H}} \max_{(\alpha_j(h), r_i(h), \pi_j(h))} \sum_{k \in S} \pi_j(h') r_i(h') - r_i(h)
$$

$$
+ \sum_{k \in S} v_j(h) (\alpha_j(h') - \alpha_j(h))
$$

where $\pi_j(h') \geq 0$ for $i \in S$.
Note that in the above algorithm, unlike the case of systems with independent transition rates, we cannot determine an alternate action for each state simultaneously. We find an alternate action in one state and return to Step 3 to obtain the optimal worst-case value for the optimization problem in Eq. (29).

Using techniques similar to the ones in the proofs of Proposition 6 and 7, we can prove the following results about the policy iteration algorithm.

**Proposition 8.** The policy iteration algorithm for obtaining the optimal max-min policy for systems with dependent transition rates has the property that if \( h \) and \( h' \) (\( h' \neq h \)) are two successive policies obtained in that order from Step 5, and if \( R(h) \) and \( R(h') \) are the corresponding worst-case values, then \( R(h') \leq R(h) \).

**Proposition 9.** If the policy iteration algorithm for obtaining the optimal max-min policy with dependent transition rates terminates, then there cannot exist a policy that yields a larger worst-case expected reward per unit time.

**VIII. NUMERICAL EXAMPLES**

In this section, we present numerical results for the call admission control problem described in Section 3 when there is uncertainty in the transition rates. Figure 1 shows the range of the throughput values given the percentage uncertainty in the transition rates. (We assume that all the parameters \( \lambda_1, \lambda_2, \) and \( \mu \) have the same percentage uncertainty.) Figure 1 is for the scenario where the channel capacity is 5 BWUs with two classes of calls. Class-1 calls require 1 BWU and class-2 calls require 2 BWUs. The nominal mean call holding durations of both classes of calls is fixed at 60 seconds. The nominal value of the arrival rate of class-1 calls is 0.45 calls/second and that of class-2 calls is 0.5 calls/second. A percentage uncertainty of \( \delta \% \) in the class-1 call arrival rate implies that it can take any value between 0.45(1 \( - \delta/100 \)) and 0.45(1 + \( \delta/100 \)). As shown in Proposition 3, we find that the range of uncertainty of the throughput with dependent transition rates is in between that obtained with independent transition rates. Note that for the case of independent transition rates, the same quantity, say \( \lambda_i \), can take different values in different states of the system. Thus the values obtained by assuming dependent transition rates model the call admission control problem exactly, if the system has fixed but unknown transition rates. If the parameters of the call admission control problem are time-varying but are slowly time-varying, i.e., at a much slower time-scale than that of state transitions, then the system with dependent transition rates will more accurately reflect the actual performance range. However, if there is fast variation in the parameters of the problem, assuming independent transition rates will be more accurate. As remarked earlier, assuming independent transition rates makes the task of obtaining the range of throughput values computationally easier.

In Figure 2, we plot the worst-case performances of the policy that assumes the nominal values to be the actual values, and the max-min optimal policy that computes the policy that maximizes the worst-case performance given the percentage uncertainty in the parameters. We label the scheme that assumes the nominal values as the “median policy” because it assumes the actual value of the transition rates to be the midpoint of the range of possible values. Figure 2 is for the scenario where there are two classes of calls, with \( e_1 \) and \( e_2 \) being 5 and 9 BWUs, respectively. The channel capacity \( C \) is assumed to be 10 BWUs. We assume the nominal value of the call arrival rate of class-1 calls to be 0.2 calls/second, and
that of class-2 calls to be 1 call/second. The nominal mean call holding duration of both classes of calls is 60 seconds. As expected, the worst-case performance of the max-min optimal policy is better than that of the median policy, which assumes the nominal values to be the actual values. The performance shown here is for the case of independent transition rates. Figure 2 clearly illustrates that when there is uncertainty in the transition rates, designing a policy assuming the nominal values for these parameters can result in poor performance compared to what can be achieved by a robust scheme. Given the range of uncertainty of the transition rates, if the robust scheme is employed, the performance of the system can be no worse than that obtained in Fig. 2.

In Fig. 3, we plot the best-case performance of the max-max and the median policies. As expected, we find that the best-case performance of the max-max policy is better than that of the median policy, because the max-max policy is designed to maximize the best-case performance of the system. Figure 3 is for the same scenario as that of Fig. 2 except that the nominal value of the arrival rate of class-1 calls is 0.1 calls/second. The values of the other parameters are the same as that in Fig. 2. Figure 3 illustrates that the best-case performance of the median scheme can be poor compared to that obtained from the max-max policy.

**XIV. CONCLUSIONS**

In this paper, we considered infinite-horizon continuous-time MDPs with uncertain transition rates. We investigated the implications of lack of knowledge of the transition rates by considering two different problems. In the first problem, that of sensitivity analysis, the decision-maker wishes to know the range of uncertainty of the per-unit-time reward given the range of uncertainty of the transition rates. In the second problem, that of robust control, the decision-maker wants to make a decision that maximizes the worst-case per-unit-time reward (as determined by the choice of transition rates) given the range of uncertainty of the transition rates. In both these problems, we distinguished between systems with independent transition rates and those with dependent transition rates. In systems with independent transition rates, the transition rates in each state can be chosen independently of their values in other states. But this is not possible when there is dependence among the transition rates. We provide two solution techniques to each of these problems: an optimization-problem technique and a policy iteration algorithm. Our techniques can be applied to MDPs that have fixed but unknown transition rates, and to those with time-varying transition rates. We illustrated our algorithm with numerical examples from the call admission control problem in telecommunication networks.
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